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Abstract
A trusted execution environment or a TEE facilitates the
secure execution of a workload on a remote untrusted server.
In a TEE, the confidentiality, integrity, and freshness prop-
erties for the code and data hold throughout the execution.
In a TEE setting, specifically Intel SGX, even the operating
system (OS) is not trusted. This results in certain limitations
of a secure application’s functionality, such as no access to
the file system and network – as it requires OS support.
Prior works have focused on alleviating this problem by

allowing an application to access the file system securely.
However, we show that they are susceptible to replay at-
tacks, where replaying an old encrypted version of a file
may remain undetected. Furthermore, they do not consider
the impact of Intel SGX operations on the design of the file
system.
To this end, we present SecureFS, a secure, efficient, and

scalable file system for Intel SGX that ensures confidential-
ity, integrity, and freshness of the data stored in it. SecureFS
can work with unmodified binaries. SecureFS also consid-
ers the impact of Intel SGX to ensure optimal performance.
We implement a prototype of SecureFS on a real Intel SGX
machine. We incur a minimal overhead (≈ 1.8%) over the
current state-of-the-art techniques while adding freshness
to the list of security guarantees.

1 Introduction
In a typical cloud computing setting, it is necessary for users
to run jobs on remote machines that need not be trustwor-
thy [10, 14, 28]. Providing security in this setting is unfortu-
nately not possible to achieve with software-only solutions
[9, 21] because the remote OS cannot be trusted. Hence, it is
necessary to have architectural support to ensure that the
remote machine cannot steal secrets from the client’s pro-
gram or tamper with its execution. To support this paradigm,
different processor vendors have created hardware-based
trusted execution environments (TEEs) [4, 12], where it is
not possible to read the memory state of a secure program
even if the OS or hypervisor are compromised. Some popular
examples of such TEEs are Intel SGX [20] and ARM Trust-
zone [4]. They ensure three essential properties to different
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extents: confidentiality, integrity, and freshness. Confidential-
ity means that it is not possible for a rogue program on the
remote machine to read data without proper authorization,
integrity does not allow undetected malicious tampering of
the program’s state running on the TEE, and freshnessmeans
that stale data (valid in the past) is not returned by read
operations.

Even though such TEEs have solved most of the problems
with secure remote execution as far as the compute part
of the program is concerned, we are still dependent on the
OS for some key services, notably file system accesses [5, 8,
10, 14, 33]. Applications require access to the file system to
read the data, save results, saving partial state, etc. Hence,
it is necessary to also provide a secure file system to such
remotely executing programs.

Prior works have proposed solutions for creating a secure
file system that is immune to most of the known attacks on
file systems. However, they have ignored an important type
of attack known as the replay attack (freshness property).
In this case, a malicious adversary can replace the current
copy of some blocks of files with an older copy and remain
undetected. Such replay attacks tamper with the integrity
of the execution unbeknownst to the TEE; they have also
been shown to be potent enough to change the execution of
a secure program such that it reveals its sensitive secrets [7,
29]. We were able to successfully mount a replay attack on
two state-of-the-art file systems: Graphene (protected file
mode) [10] and Nexus [14]. This motivated us to design a
file system called SecureFS that additionally provides the
property of freshness, while simultaneously minimizing the
performance overhead.

We first analyzed different applications that have frequently
been used in papers [16, 22, 35, 40] in this area. Furthermore,
we used the insights obtained to refine SecureFS’s design.
The key idea is that we need to modify the design of file
system structures to efficiently store the metadata such that
we can easily provide the three security guarantees: confi-
dentiality, integrity, and freshness. Moreover, we found that
it was not possible to trivially extend prior proposals to ad-
ditionally guarantee freshness; it was necessary to design a
bespoke file system such that freshness can be guaranteed
with negligible overheads. We propose both a FAT table-
based and an inode-based design, and thoroughly evaluate
their performance in a TEE setting.

The list of contributions is as follows.
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1. We show that the current state-of-the-art secure file
systems are susceptible to replay attacks by mounting
successful attacks on them.

2. We thoroughly characterize workloads that are used
in Intel SGX related literature, in terms of their file-
access behavior. Based on the results, we derive a set
of insights.

3. We study the impact of Intel SGX constructs on the
performance of different file system designs.

4. We propose a novel design of a file system to ensure
all three security guarantees while at the same time
incurring a minimal slowdown (≈ 1.8% ).

The rest of the paper is organized as follows. We start by
providing the necessary background in Section 2. We discuss
the related work and how we mounted replay attacks in Sec-
tion 3. Subsequently, we characterize relevant workloads in
Section 4 and obtain insights regarding their behavior. Using
the insights obtained we present the design and implementa-
tion of SecureFS in Section 5. We evaluate the performance
of SecureFS in Section 6, and finally, conclude in Section 7.

2 Background
In this section, we cover the background required for the
rest of the paper.

2.1 A Primer on Intel SGX
Intel Secure Guard eXtensions (SGX) [20] is a trusted exe-
cution environment, or TEE, solution from Intel. It allows
an application to execute securely on a remote machine. At
boot time, a part of the system memory is reserved for SGX,
called PRM or processor reserved memory. A part of the PRM
is used to store SGX metadata, and the rest of it is used
for user mode applications. The latter is called the EPC or
enclave page cache. To execute an application within SGX,
the application is allocated pages from the EPC along with
other bookkeeping structures, collectively known as an en-
clave [12, 18, 19]. While executing an enclave, the CPU is
said to be in a secure mode. In this mode, the traffic between
the last level cache (LLC) and main memory is transparently
encrypted by a dedicated hardware unit called the Memory
Encryption Engine, or MEE [12]. The MEE is also responsible
for maintaining the data’s integrity and freshness.

Although Intel SGX ensures secure execution, it does not
provide protections against side-channel attacks [7, 16, 25,
29]. In general, all schemes that are based on SGX also share
its vulnerabilities.

2.1.1 Challengeswith SystemCalls. Amajor limitation
of SGX is that it does not allow system calls from an enclave
due to security concerns. As a result, to make a system call,
the application (running within the enclave) needs to exit
the secure mode, make the system call, collect the results and
return to the secure mode. Specifically, to enter the secure

mode, applications need to call an ECALL function and to exit
the secure mode, they need to call an OCALL function.

2.1.2 Enclave Entries and Exits . During execution, an
enclave may have to switch from the secure to the unsecure
mode many times due to context switches, exceptions within
the secure code, or a call to an ECALL or OCALL function.
While transitioning from the secure to the unsecure mode, it
is necessary to flush the TLB entries that contain mappings
for the secure pages . This is done to prevent data leaks from
the caches [12].
When the enclave switches back to the secure mode, it

starts with a cold TLB and encounters many TLB misses,
resulting in many page table walks. While adding entries
in the TLB, if the entry points to a page in the EPC then
it is validated by SGX. For this purpose, SGX maintains an
inverted page table in the EPC called the Enclave Page Cache
Map or EPCM. It contains details about every EPC page’s
state, its owner, and the corresponding virtual address for
which it was allocated. SGX ensures that the TLB entry is
inserted only for the process that spawned the enclave, and
contains the same virtual address for which it was initially
allocated.

Finally, during an enclave exit, the context of the executing
enclave is saved in the secure region along with the register
values. These functions have overheads of roughly about
14,000 cycles (measured by Weisse et al. [37]).

2.1.3 Eviction from EPC. The size of the EPC is typically
92MB in current SGX implementations [19]. However, Intel
SGX allows an enclave to allocate more memory. It trans-
parently handles the eviction of pages from the EPC to the
untrusted memory. If an enclave’s working set is much larger
than the size of the EPC, it will trigger frequent page-faults
(as the pages have to brought in from the untrusted region
to the EPC). A single page-fault takes approximately 64,000
cycles, as measured by Liu et al. [23]. Note that security is
not compromised in this process.
All of these factors collectively increase the overhead of

making a system call in the secure mode. Hence, it is a wise
design choice to limit the transitions from and to secure
mode, and limit the amount of trusted memory used.

2.2 Metadata organization of a File System
Here, we discuss some of the metadata organizations for a
file system.

2.2.1 FAT table-based organization. In this organiza-
tion, the metadata is organized in a single table called the
FAT table – a large array. Here, if a file consists of multiple
blocks, then the multiple entries are stored as a linked list
within the table, as shown in Figure 1. Each entry in the FAT
table has two pointers: one pointer to a block in the disk
corresponding to the entry, and the other points to the FAT
table entry corresponding to the next block in the file.
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Figure 1. Design of a FAT table-based metadata organiza-
tion.

2.2.2 Inode-based organization. In this organization, we
have an inode for every file in the file system. An inode is
organized in a tree-like structure (see Figure 2). Here, the
first few data blocks of a file are directly pointed to. As we
increase the size of the file, the subsequent blocks are pointed
to using indirect blocks. The level of indirection can be sin-
gle, double, or even triple, depending upon the size of the
file and the amount of metadata entries a single level can
hold.
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Figure 2. Design of an inode-based metadata organization.

Cascaded Operations: In the case of a secure file system,
typically, the key of a block is stored in its parent [14]. The
key is changed for every block update to ensure its freshness.
As shown in Figure 2, an update to the data block𝐴, which is
at the leaf-level, will encrypt it with a new key. The key will
be stored in 𝐴’s parent, i.e., in metadata block 𝐵, essentially
modifying 𝐵. This triggers an update operation till the root,
which is in the inode– cascading of write operations. Note
that this is required only when writing the blocks to the
untrusted region. An update in metadata block 𝐶 , can be
cached till 𝐶 is flushed to the untrusted region. A similar
situation happens while reading the blocks. Again, reading
block 𝐴 requires access to block 𝐵 since it contains the key

required to decrypt block 𝐴. This dependency is present till
the root level – cascading of read operations.

This issue has been pointed out by the authors of Nexus [14].
However, they do not take any steps to mitigate this. We
show (Section 6) that cascading is expensive, and further
exacerbated in an SGX setting.

2.3 Attacks on File Systems
The most popular attacks on secure file systems are as fol-
lows:
File System Snooping attack A malicious OS keeps track
of all the calls made by the application to the file system,
along with its arguments [11, 14, 30, 33]. This gives a clear
picture of what the application is doing; this may further
allow the OS to access the data that the application is reading
or writing.
Replay attacks In this case the malicious OS replaces a file
and its hash (used to maintain integrity) by a previously
seen ⟨𝑓 𝑖𝑙𝑒, ℎ𝑎𝑠ℎ⟩ pair. Secure file systems that rely on simply
verifying the hash are susceptible to this kind of attack [10,
14].
Page fault attacks Here, a malicious OS exploits its control
of the application’s page table. The OS invalidates all the
mappings in the TLBs and page tables, which results in a
page fault when the application tries to access a page. This
provides the OS with a sequence of pages accessed by the
application. This has been shown [7, 39] to leak some amount
of secret information.

In this paper, we address the first two attacks. Tackling a
page fault attack requires a change (in the OS and hardware)
in how the page tables are managed by Intel SGX. This is
beyond the scope of the paper.

3 Related Work and Replay attacks
A secure file system uses the untrusted host file system to
store files in an encrypted format [10, 14]. To mount a re-
play attack, an attacker copies the encrypted blocks of a file,
say 𝐹 , to a different location on the system. The secure file
system continues updating 𝐹 , changing its state to 𝐹 . Now,
the attacker replaces the encrypted blocks of 𝐹 with that
of 𝐹 . If this remains undetected, i.e., the file system accepts
the copied blocks as the latest blocks of the file, then the
replay attack succeeds. We show that the current state-of-
the-art secure file systems – Graphene protected files [10]
and Nexus [14] – are susceptible to this attack.

3.1 Graphene Protected Files
Graphene [10] is a shim layer that can run unmodified bi-
naries securely within an SGX enclave. This feature saves
developers many hours of effort in porting their code to
Intel SGX. As already mentioned, within an SGX enclave,
an application cannot make system calls. Graphene solves
this problem by providing system call support as a library
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service. This feature also allows transparent access to the
file system on the host OS.
Graphene has a protected files mode – henceforth called

GraphenePF– that protects the confidentiality and integrity
of a file while reading or writing to it. All the protected files
are encrypted using a single key that remains fixed [27]. The
encrypted file contains the hash of the data and its path.
Incorporating the path in the hash prevents it from a file-
swapping attack.

3.1.1 Attack: Since all the protected files are encrypted
using a single key, we were able to replace an encrypted file
with an old encrypted version of the same file, and success-
fully mount a replay attack on it. GraphenePF has no way of
telling whether the current file is the latest or not, as both
the conditions that will trigger an error, integrity failure or
path check failure, still hold.

3.2 Nexus
Nexus [14] is a secure file system for Intel SGX that guaran-
tees confidentiality and integrity of the files stored in it. Its
design is predominantly targeted towards ease of sharing se-
cure volumes among different trusted users, with an efficient
access revocation mechanism [14]. Nexus has a much more
complex organization of files as compared to GraphenePF.
Nevertheless, it is also susceptible to a replay attack. As noted
by the authors of Nexus, the design of Nexus is susceptible to
a forking attack, where the updates from one client to the file
system are kept hidden from another client – this definition
is subsumed within our definition of a replay attack.

1 22

Data
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Data
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Time
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Figure 3. Mounting a replay attack in Nexus [14].

Nexus, prior to storing a file on the disk, splits the file into
fixed-size blocks. It then encrypts each block with a different
key, and stores the key within the metadata of that file. The
key is changed every time the corresponding block is written
to. The data blocks are also integrity checked. In this setting,
as there is a (key & hash)-dependency, it is not possible to
replay old encrypted data blocks as they will be decrypted
with a different key.

However, while unmounting the volume, Nexus encrypts
the metadata structure of all the files with a single key, called
the volume key (see Figure 3). This is obtained from the
user via remote attestation [12]. Even though the integrity
of the metadata is preserved, the use of a single key (only
key-dependency) allows an attacker to replay the old ⟨data,
metadata⟩ pair, which is accepted as a valid (and latest) file
by Nexus during the next mount.

3.2.1 Attack: As shown in Figure 3, to mount a replay
attack, ❶ we mounted the Nexus file system [13] and created
a new file (𝐹 ). As per the design of Nexus, this file is created
in a memory mapped region and is flushed to disk (in an
encrypted format) at the time of unmounting. Then, we
unmount the file system and copy the encrypted blocks of 𝐹
to a different location. The encrypted blocks can be easily
identified as theywere the newest blocks (even thoughNexus
obfuscates the file name with an 8-byte unique id called
UUID).❷We thenmount the file system again, modify the file
(making it 𝐹 ′) and unmount the volume. ❸ After the second
unmount, we replace the encrypted data andmetadata blocks
of 𝐹 ′ with that of 𝐹 (saved in the first step). In the subsequent
mount, Nexus recognized the replayed blocks of the file 𝐹 as
the latest blocks.

4 Characterization
In this section, we start out by choosing a set of workloads
that have been used in prior work that uses Intel SGX as
the baseline platform [16, 22, 35, 40], along with a few more
workloads that are similar in nature [2, 3, 6, 31]. The work-
loads are summarized in Table 1.

4.1 Experimental Setup
We used the strace tool [38] to profile the file system calls
made by an application. The trace generated by strace con-
tains the file system function calls, their arguments, and the
return values. This gives a clear picture of the interaction of
the application with the file system.

All the applications were executed on a machine with an
Intel Core i7-10700 CPU (16 cores) running at a frequency
of 2.90 GHz, 16 GB of DRAM, and 256GB of SSD (details in
Table 2).

4.2 Access patterns
The access pattern of an application tells whether it accesses
(read or write) data sequentially or randomly. To determine
this, we track twometrics: stride, the length of a read or write
access, and Delta Δ, the movement due to a seek call. A read
(or write) call reading (or writing) 1000 bytes has a stride of
1000. A seek (say 𝑖𝑡ℎ) moving the file pointer by 100 bytes
has a Δ𝑖 of 100 . Total movement is defined as Δ̄ =

∑𝑁
𝑖=0 |Δ𝑖 |,

here, 𝑁 , is the total number of seek calls.
Sequential access patterns have Δ̄ = 0. This is mainly

due to 𝑁 = 0, i.e. no seek calls. Whereas random-access
4
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files accessed.

Benchmark Description & Setting Data ac-
cessed

SVM [17] Classification of data using the support
vector machine (machine learning).
Classifies 100,000 samples.

50MB

LibCatena [24] Generating blocks in a blockchain.
Reads the genesis block and adds blocks to
the chain.

0.005MB

OpenSSL [26] Cryptographic algorithms library
Reads a file, decrypts it, verifies it, processes
it, and saves the result in an encrypted file.

150MB

License3j [34] License verification
Check a license file before executing a
compute-intensive task.

4MB

BTree [2] BTree Look-ups (used in databases)
Table with 2M elements with 1M lookups.

128MB

HashJoin [3] Hash table probing
Table with 1M elements

122MB

BFS [32] Graph traversal
Processes a symmetric graph with 1M nodes
and 10M edges.

135MB

Pagerank [32] Ranking of nodes in a graph
Processes a symmetric graph with 1M nodes
and 10M edges.

135MB

Table 1. Description of the workloads used in the paper.

patterns have different values of Δ𝑖 . In most (7 out of 8) of
the workloads, the access pattern is sequential. We show a
representative plot of the values of Δ𝑖 across time in Fig-
ure 4a for the SVM workload. It remains equal to 0. Each
data point represents a sample (many are not visible because
they overlap). However, we saw a lot of random access for
the license manager in Figure 4b (different values of Δ).

4.3 Distribution of File Access Calls over Time
Let us now understand the pattern of file system calls made
by the applications. Figures 4d and Figures 4e show violin
plots for the relative proportion of system calls in SVM and
License3j, respectively (SVM is representative of 7/8 work-
loads, and License3j is an outlier). The top half of each plot
shows the pdf (and its mirror image) for the distribution of
file system calls over time. The bottom half shows a box plot
(0, 12.5, 25, 50, 75, 87.5, 100 percentiles) of how file system-
related system calls are invoked over time (normalized only
with respect to themselves).

Figure 4d tells us that, for SVM, almost all the open calls
happen in the first 1250 ms. Reads happen till 2500 ms at
which all the data is loaded in the memory. The writes hap-
pen later (towards the end) to save the results. For License3j,
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as shown in Figure 4e, during the license check phase, the
application opens different files and reads them in a random
manner.

4.4 Throughput
We observe that the throughput ranges from roughly 1 KB/s
to 100,000 KB/s (Figure 4c). To do the same in a secure file
system, we need to finish all the computations, memory
accesses, and system calls within that time. One more notice-
able trend in this figure is that sometimes reads outnumber
writes (except for BTree and HashJoin), as shown in Fig-
ure 4f. Thus, we need to optimize our file system for reads;
moreover, reads are often on the critical path.

4.5 Key Insights
Based on the characterization, we arrive at few key insights.
The design of our secure file system is based on this. The
insights are as follows (figures for insights 3, 4, and 5 were
not added due to a lack of space):

1. Applications access data in a sequential manner.
2. Most of the accesses are read operations and the

writes are generally done at the end to save the
results of the execution.

3. The file system hierarchy has 2-6 levels. (moder-
ately deep).

4. The total number of files accessed by an application
can go up to 1000.

5. At a given time, an application has a maximum of
10 open files.

5 Design and Implementation
In this section, we discuss the design and implementation of
SecureFS.

5.1 Design Goals
• Ensure confidentiality, integrity, and freshness of the
data present in the file system.

• Use the insights from workload characterization to
optimize the performance of SecureFS.

5.2 Threat Model
We assume the traditional threat model used by Intel SGX.
The attacker has access to the physical machine and the code
of the application and the file system. Anymodification to the
application’s or file system’s code will be detected by Intel
SGX. We do not consider side-channel attacks and denial-
of-service attacks, as they do not fall under the purview of
Intel SGX [12].

5.3 Overview of the Design
A high-level design of SecureFS is shown in Figure 5. The file
system related calls from a secure application are captured
by SecureFS and processed within the SGX environment.

SecureFS can be configured in twomodes:❶We can either
have a per-process SecureFS volume, ❷ or a shared volume
among multiple secure processes. In the former case, each
secure application is linked with a shim layer that captures
the file system related calls and processes it within the SGX
environment. In the latter case, SecureFS is executing as a
secure process in Intel SGX. Every other secure application is
linked with a shim layer that captures the file system related
calls from the application and forwards them to the SecureFS
processes via a shared memory channel. The SecureFS pro-
cess processes the request and sends the result back via the
same channel. This design allows us to provide concurrency
because a single SecureFS process is responsible for handling
all the requests and maintaining the consistencies of the data
structures. Given that they are designed in a similar man-
ner, for the rest of the discussion we assume a per-process
SecureFS volume.

5.4 Organization
We split a SecureFS volume into 4KB blocks – henceforth
called chunks (Figure 5). We also reserve 256 bits within a
chunk to store its hash (0.78% of 4 KB). Notwithstanding
internal fragmentation issues, this design choice helps us
simplify our design. All the operations in SecureFS happen
at the chunk level. Like Nexus [14], we use per-chunk keys
to ensure the confidentiality of chunks. The key of a chunk
is stored in the corresponding metadata entry. A metadata
entry of a chunk contains the unique ID of the chunk (dis-
cussed next, Section 5.5), a 128-bit key for the chunk, and a
modified bit. This can be augmented to store additional data
based on the metadata organization used (e.g. a next pointer
in the case of a FAT Table-based organization).
The design of SecureFS is independent of the metadata

organization. As per the requirements, a FAT Table-based or
an inode-based organization can be used. The basic abstrac-
tion is that the metadata should have a one-to-one mapping
with the data chunks, i.e. the metadata contains one entry
per data chunk in the SecureFS volume, and vice versa.

5.5 Storage on the Host File System
To store a chunk on the untrusted host file system, we first
fetch its metadata entry (details in Section 5.9.2). A chunk
is only written to disk if the modified bit is set (Insight 2).
Prior to writing, we calculate the hash of the chunk using the
SHA-256 algorithm, and store it in the reserved bits within
the chunk. After hashing, the chunk is encrypted using the
AES-128 algorithm [15] (cipher block chaining (CBC) mode).
The key required for the encryption is randomly generated
and is stored in the corresponding metadata entry.

6
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We assume that in the host OS’s file system we have a
single directory that contains all the encrypted chunks (each
stored as a 4 KB file). To anonymize the accesses we have
hidden the directory structure. Each chunk is simply assigned
a 8-byte unique id – hereinafter referred to as the UID. The
next time when the same chunk is written back, we change
its UID by generating a new 8-byte random number. Every
time we write back a chunk we generate a new UID, and
thus create a new file. The old file needs to be deleted – this
need not be done immediately and can be done at a later
point of time (to confuse the adversary).

To read a chunk, we get its metadata entry. We use the UID
to read the content of the file from the untrusted host-OS.
Using the key in the metadata entry, we decrypt the chunk
and calculate its hash (ignoring the last 256 bits). We then
match the calculated hash with the hash stored in the last 256
bits. If it matches, the read is successful otherwise an error
is thrown, the volume is made read-only, and unmounted.

Chunk READ/WRITE

Secure Process

Slab Table Metadata cache

Directory Table Metadata entryOpen Files List

Slabs

Chunk cache

Chunks

1

3 4

Data Hash
Encrypted chunks/slabs

A single encrypted chunk/slab

Enclave 
boundary

File system calls
are intercepted

UID Key Mod.
Bit

Ptr.

Figure 5. Overview of SecureFS showing the key data struc-
tures, enclave boundary, chunk organization, and metadata
entries.

5.6 Key Structures of SecureFS
5.6.1 Chunk Cache and Metadata Cache. For a 1-GB
file system, the amount of metadata required is ≈ 9MB (9.7%
of the EPC) for a FAT Table-based organization (see Sec-
tion 5.8). It is not desirable to pin this in the trusted memory,
since this might affect the performance of other secure appli-
cations. Also, reading or writing a chunk for every read or
write operation from the untrusted medium is an expensive
operation as it involves hashing and encryption.

To ensure optimal performance, wemaintain a small cache
of decrypted slabs and chunks – metadata cache (M) and
chunk cache (C), respectively – in the trusted memory and
dynamically manage it. We keep the size of these caches
small to ensure minimal pressure on the EPC and reduce
the expensive EPC page faults [23]. All the data and the
metadata accesses happen from C orM, respectively. For the
rest of the discussion, we assume a 2MB chunk cache and a

100 KB metadata cache. We present a sensitivity analysis in
Section 6.6 to justify these values.

5.6.2 Slabs and Slab Table. As noted earlier, we divide
the data region into 4 KB chunks. Similarly, to ease the main-
tainability of the metadata, we propose to divide the meta-
data region into a set of contiguous regions known as slabs.
A slab is an analog of a chunk; we use different naming con-
ventions to differentiate between data and metadata. A slab
is written and read from the disk using the same mechanism
as defined for the chunks in Section 5.5 (the hash is stored
in the last 256 bits).

Consequently, we need a structure to hold the keys of the
slabs in the trusted region – when a slab is flushed to the
disk (similar to the keys of a chunk). For this purpose, we
introduce a novel structure called the slab table that contains
one slab entry for each slab. Each slab entry contains a slab
UID, a 128-bit key, a pointer to the metadata cache (M), and
a modified bit. In our implementation, the size of the slab
table is ≈ 56 KB. We pin the slab table in the trusted memory,
thus, providing a root-of-trust for the metadata entries. A
slab table prevents replay attacks on the file system (details
in Section 5.10).

5.6.3 Directory table. We maintain the directory table as
a flat-hierarchy (Insight 3), in an array, since the total number
of files accessed by a secure program is small (Insight 4). The
directory table contains absolute path names mapped to their
metadata entries. The directory table is pinned in the trusted
memory (size is few KBs).

5.6.4 Open File List. We maintain a small list of the 100
most recently used file paths (Insight 5), and their correspond-
ing metadata pointers (current location of the file pointer
within the file). This is also pinned in the trusted memory.

5.7 Metadata Organization
The organization of metadata plays an important role in
determining the performance, especially in the Intel SGX
setting because of the high cost of enclave transitions and
EPC faults [12, 23]. However, to the best of our knowledge,
it has received no attention in the literature [8, 10, 14, 33].

We implement SecureFS using two different metadata or-
ganizations: a FAT Table-based and an inode-based organi-
zation. They are called SecureFS-FAT and SecureFS-inode,
respectively, in the rest of the paper. We present a detailed
performance comparison of the two organizations in Sec-
tion 6.2. We discuss the working of SecureFS using a FAT
Table-based organization. We point out some differences for
an inode-based organization in Section 5.12.

5.8 SecureFS-FAT
As mentioned before, for each chunk we have a metadata
entry – a FAT table entry in this case. Theoretically, if the
size of the file system is 𝐾 KB, then we have 𝐾/4 FAT table
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entries arranged as a linear array. This makes lookup of a FAT
entry for a chunk easy. The entry for chunk 𝑖 is the location
at the 𝑖𝑡ℎ index of the FAT table. This design allows for easy
metadata lookups for sequential operations (Insight 1).
Each entry of a FAT table entry contains three pointers:

UID of the chunk it is pointing to, a 128-bit chunk key, one
pointer to the chunk cache, and a pointer to the FAT table
entry of the next chunk in the file. If the size of our file
system is 1GB, then we shall have 256K chunks, and will
require the same number of FAT table entries. The size of
the FAT table in our implementation is ≈ 9MB.

5.8.1 Mounting a Volume. To mount a volume, we fetch
the volume key and the hash of the slab table from a trusted
third party via remote attestation. The key is used to de-
crypt the superblock stored on the host file system. The total
number of chunks required for a super block is stored in
the first chunk. The superblock contains the slab table and
the key and hash for the directory-table. We calculate the
hash of the slab table and ensures that it matches with the
value provided by the trusted third party. This ensures that a
volume replay attack, where an attacker instead of replaying
chunks of a file replays the old state of an entire volume,
cannot be mounted. We use the directory key to populate the
directory table (after verifying the hash). We start with an
empty metadata cache (M) and chunk cache (C), and manage
them dynamically based on the file system operations.

5.9 File System Operations
We discuss the following file system operations, open, read,
write, and close, using a running example, as shown in Fig-
ure 6.

NULL

Directory Table hash

{
{

Slab Table

Directory Table key

Slab Table

Metadata cache Chunk cache

Slab 0, key0

Slab 1, key1

Slab 2, key2

Slab M, keyM

End of the
file

2

3 4

Volume
Key and

Slab Table
hash

321

Open Files List

/dir/car.jpg

/dir/car.jpg

Directory Table

Figure 6. Steps in opening and reading a file /dir/car.jpg in
SecureFS-FAT.

5.9.1 Opening a File. To open a filewith a given name, we
linearly scan the directory table to get its first FAT table index.
As the total number of files in a volume is small (Insight 4), a
linear scan is not expensive, and is only done while opening
a file. If the file is not present (and the O_CREAT flag is set),

we create a new entry in the directory table, and assign an
empty FAT table index as its first entry. We then add an entry
into the open files list: ⟨absolute file path, FAT table index⟩
(step ❶). The open file lists tracks the location of the file
pointer within the file.

5.9.2 Reading a File. To access a file, assuming that the
file is already open, we fetch the current location of the file
pointer (the FAT table index) from the open files list. We
use this index to calculate the slab id (step ❷). If the FAT
table index is 321, and each slab contains 120 slab entries,
then the slab id will be ⌊321/120⌋ = 2, and the offset will
be 321𝑚𝑜𝑑 120 = 81, i.e. the 81𝑡ℎ entry of the 3𝑟𝑑 slab (slab
index starts from 0).
We fetch the corresponding slab entry and analyze the

metadata cache pointer. If the pointer is not NULL (metadata-
hit), we read the corresponding metadata entry (step ❸),
else if the pointer is NULL (metadata-miss), we fetch the slab
(using the UID) and then read the metadata entry.

The metadata entry points to the next chunk of the file.
We fetch the metadata entry of the next chunk (might be in
a different slab) and then check its chunk cache pointer. If
the pointer is not NULL(chunk cache-hit), we read the chunk
(step ❹). If the pointer is NULL (chunk cache-miss), we read
the chunk into the chunk cache.

Note that reading a chunk into either of the caches might
require an eviction. We write the contents of a chunk (or a
slab) being evicted using the steps described in Section 5.5. If
the chunk (or slab) was modified, then a new key is generated
and is stored in the corresponding metadata entry (or slab
entry), with the pointer to the cache updated to NULL.

5.9.3 Writing a File. For writing, we ensure that the re-
quired chunk is in the chunk cache using the same method as
for a read. Once we have the chunk cache index, we update
the chunk with the required data, and set the modified bit in
the metadata entry.

5.9.4 Closing a File. While closing a file, we write back
all the modified chunks (encrypted) to the SecureFS volume
and update all the FAT table entries.

5.9.5 Unmounting a Volume. While unmounting a vol-
ume, we close all the open files, writeback all the data and
metadata, and update all the slab entries. We then calculate
the hash of the slab table and send it to the trusted third party.
If the hash is successfully sent, then we update the hash of
the directory table in the superblock, and write encrypted
chunks of the superblock to the disk (using the volume key).
Optionally, we can also change the volume key, and send it
to the remote third party along with the hash.

5.10 Preventing Replay Attacks
The slab table enforces a (key and hash)-dependency be-
tween the metadata and the superblock of the file system
(not present in Nexus). An attacker can either replay the
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entire volume, a superblock chunk, a slab, or a chunk. The
key+hash from the trusted third party prevents replaying a
superblock chunk or the entire volume. Replaying a slab or a
chunk will also cause integrity checks to fail as they will be
decrypted using a key that is not the same as the one used to
encrypt it. An attacker can try to replay a pair: ⟨a slab and
a chunk ⟩ (the metadata entry of the chunk is in the slab).
This will cause an integrity check failure while reading the
slab as it will be decrypted with a key stored in the slab table.
Given that the key changes every time, the integrity check
will fail.

5.11 Concurrency and Consistency
As already mentioned, upon detecting an attack, SecureFS
makes the volume read-only and unmounts it. At the next
mount, it might be possible that the offending chunk is read
again, triggering another unmount. This will continue till
the attacker replaces the offending block with the original
one.

A tricky scenario is as follows: the host OS decides to ma-
liciously stop the machine at an arbitrary point in time. The
next time we mount the volume, we will read the slab table
and use it to verify the slabs. Note that if the volume was not
closed, some of the slab entries might not be synchronized
with the slab table entries. In this case, if we wish to partially
recover, we can verify the hashes of the slabs, and then delete
all those metadata entries whose slab hashes do not match.

5.12 SecureFS-inode
For an inode-based metadata organization, each file has a
corresponding inode that points to a data chunk, either di-
rectly or indirectly. Here, the directory table for each file
points to an inode. The inodes are kept in the trusted mem-
ory due to the small number of total files (Insight 4). The
open files list maps a file to an inode and contains the file
pointer (chunk id and offset within the chunk). The meta-
data entry corresponding to a chunk may require access to
different slabs based on the depth at which the data chunk
is located (cascade operations). The algorithm to read slabs
and chunks remains the same as that of SecureFS-FAT.

6 Evaluation
In this section, we evaluate the performance of SecureFS in
two settings: ❶ with a FAT Table-based metadata structure
and ❷ with an inode-based metadata structure (implemented
on top of state-of-the-art platforms). Table 2 shows the set-
ting of the test-bed used for the evaluation and Table 3 lists
the notations used in the rest of the paper for discussion.
We report the mean values of 10 runs (seen to be enough),
unless otherwise stated.

Hardware Setting
Model: Intel Core i7-10700 CPU, 2.90 GHz DRAM: 16GB Disk: 256GB (SSD)
CPUs: 1 Socket, 8 Cores, 2 HT L1: 256 KB, L2: 2MB, L3: 16MB
AES hardware support: YES SHA hardware support: NO

System Settings
Linux kernel: 5.9 DVFS: fixed frequency (performance) ASLR: Off
Python version: 3.6 Java version: 1.8 GCC: 9.3.0

SGX Settings
PRM: 128MB Driver version: 2.11 SDK version: 2.13

Table 2. System configuration

Notations
Application + file system data is protected

G-PF Graphene with the protected files feature ON.
G-SF-F Graphene with SecureFS-FAT.
G-SF-I Graphene with SecureFS-inode.

Only file system data is protected
Nexus Current state of the art providing only encryption and integrity.
SF-F SecureFS-FAT
SF-I SecureFS-inode

Table 3. Notations used in the paper for discussion

6.1 Evaluation strategy
• SecureFS-FAT vs SecureFS-inode: We evaluate the
performance of the two metadata organizations and
point out certain limitations of the inode-based struc-
ture.

• I/O-intensive workloads: We compare the perfor-
mance of SecureFS with GraphenePF for the popular
file system benchmark Iozone.

• ComparisonwithGraphenePF andNexus:We eval-
uate the performance of SecureFS with GraphenePF
and Nexus using a set of synthetic and real world work-
loads (Table 1).

• Sensitivity analysis: We perform a sensitivity anal-
ysis of SecureFS for different chunk sizes and cache
sizes.

The overhead of SecureFS is expected to be positive be-
cause we are providing more security guarantees. However,
due to our optimizations, it is negligible (≈ 1.8%).

6.2 SecureFS-FAT vs SecureFS-inode
Here, we compare the performance of SecureFS-FAT (SF-F)
and SecureFS-inode (SF-I). As already noted, an inode-based
implementation suffers from cascaded updates due to a tree-
based organization. Figure 7 shows the latency of read and
write operations. The latency of the read operations remains
the same in both the cases (Figure 7a), as we do not update the
keys if there are no modifications to a data chunk. However,
for the write operations, the latency for SecureFS-inode is
significantly higher (2×). This is due to the cascaded updates.

6.2.1 Discussion: Since the size of the chunk cache (2MB)
is significantly smaller than the amount of data being written
(1GB), it causes many chunk cache evictions – resulting
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Figure 7. CDF [1] of read and write latencies for Iozone:
sequentially reading and writing 1GB of data.

Setting Metadata hit-rate Chunk hit-rate
SF-F 99.66% 0.10%
SF-I 91.89% 0.10%

Table 4. Cache statistics for SecureFS-FAT and SecureFS-
inode with Iozone while reading and writing 1GB of data.
used.

Figure 8. Total time taken to handle chunk cache misses
and metadata cache misses. Iozone writing 1GB of data. The
x-axis shows the time.

in frequent metadata updates. Due to cascaded updates in
SF-I, the time taken to handle metadata misses in SF-I is
significantly higher (15×) than that of SF-F (see Figure 8).
Table 4 shows the hit rate of the metadata cache(M) and

the chunk cache(C). For SF-I, out of all the M accesses, 23%
were due to cascaded updates. This results in cache pollution
bringing its hit rate down to 91.89% (as compared to 99.66%
for SF-F).
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Figure 9. SecureFS-FAT optimizes the metadata structure
resulting in performance benefits.

Furthermore, these additional cascaded updates result in
increasing the LLC (last level cache) loads due to reading the
parent slabs by ≈ 30% and also the number of TLB flushes

(due to enclave entry and exits) by the same amount (see
Figure 9). This results in a slowdown of 59% for the write
operations done in SF-I as compared to SF-F (see Figure 11)
when running in non-Graphene mode. For G-SF-F vs G-SF-I
(Graphene mode), the slowdown in the latter is 44%.

6.3 Throughput of the File System: Iozone
Here, we compare the throughput of SecureFS (G-SF-F and
G-SF-I) with GraphenePF (G-PF) for the stress testing work-
load, Iozone. We do not compare with Nexus because after a
successful mount Nexus keeps the data in the main memory
in a plaintext format, and only encrypts while unmounting
the volume. Hence, it is not a fair comparison. Iozone differs
from the other workloads used in the paper (Table 1) in the
sense that it does not have a compute phase and is a purely
I/O workload, as intended.

20 25 30
Latency of read() in ms

0%

20%

40%

60%

80%

100%

C
D

F

G-SF-F G-SF-IG-PF

(a) Read operations

25 30 35 40 45 50
Latency of write() in ms

0%

20%

40%

60%

80%

100%

C
D

F

G-SF-F G-SF-IG-PF

(b)Write operations

Figure 10. CDF [1] of read and write latencies for Iozone
while sequentially reading and writing 1GB of data within
Graphene.

Figure 10 shows the latency of read and write operations
for G-PF, G-SF-F, and G-SF-I. The latency of SecureFS vari-
ants follow a similar trend (as discussed in the previous
section). GraphenePF’s read latency outperforms SecureFS.
However, for write operations it has many long-latency op-
erations (heavy tailed distribution).

Graphene

Non-Graphene

Figure 11. Performance comparison for Iozone read and
write operations.

For write operations, G-PF shows a slow down of 7% com-
pared to G-SF-F while outperforming G-SF-I by 39%. For
reads, G-PF outperforms both the SecureFS variants by 19%.
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6.3.1 Discussion: In GraphenePF, every file operation re-
sults into an OCALL. It does not maintain a cache of decrypted
blocks within the trusted memory region. On the other hand,
SecureFS maintains a cache of frequently accessed chunks
and slabs within the trusted region.
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Figure 12. dTLB events for G-PF, G-SF-F, and G-SF-I.

By default, SecureFS memory maps the secure volume
into the untrusted memory as compared to GraphenePF that
uses the native OS’s page cache. However, when we inte-
grate SecureFS with Graphene, the𝑚𝑚𝑎𝑝 happens from the
trusted region. This results in an increase in the total num-
ber of asynchronous exits because of the EPC faults. These
additional faults results in a total increase of 78% and 50%
for dTLB load misses and dTLB store misses, respectively
(due to TLB flushing while exiting the enclaves), as shown
in Figure 12. Due to the security guarantees of Graphene, it
is not apparent how to share a pointer from the host to an
application running with Graphene.

In SF-F (without Graphene), where the SecureFS volume is
mapped in the untrusted region, these expensive page-faults
are avoided, and the performance of writes improves by 120%
(G-SF-F vs SF-F) (see Figure 11).

6.3.2 Hash operations. In the case of SecureFS, the ma-
jority of overheads are due to the hash operations. The CPU
we are using (see Table 2) contains dedicated instructions for
AES. However, it does not have dedicated support for SHA,
and hence, all the hash operations are done in software that
causes significant performance overheads.
We compared the performance of a non-SGX version of

SecureFS on an Intel CPU that lacks SHA instructions with a
Ryzen CPU (AMD Ryzen 7 3700X) that has dedicated SHA in-
structions. Since Ryzen does not have SGX, we compared the
performance with a non-SGX version of SecureFS. We con-
jecture, that the benefits should translate to SGX if executed
with a CPU that has SHA and SGX support. We observe a per-
formance improvement of 108% and 97% in SecureFS for read
and write operations, respectively (using a FAT table-based
metadata organization).

6.4 Comparison with GraphenePF: Regular
Workloads

We compare the performance of GraphenePF (G-PF) with
that of SecureFS-FAT (G-SF-F) and SecureFS-inode (G-SF-I)

for our set of synthetic and real world workloads (see Ta-
ble 1). Note that Graphene does not support Java applications,
hence, we skip License3j in this setting.
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Figure 13. Comparison of the total time taken by G-SF-F
and G-SF-I, w.r.t G-PF.

As shown in Figure 13, G-SF-F and G-SF-I outperform
Graphene (G-PF) by up to 5% and 2%, respectively.
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Figure 14. Total #asynchronous enclave exits (AEX).

6.4.1 Discussion. As already discussed, GraphenePF per-
forms an OCALL for every file system access. SecureFS opti-
mized this by a combination of caching andmemory-mapped
volumes. This results in a complete elimination of ECALLs
and OCALLs (apart from a few mandatory ones made by
Graphene [10]). However, as the volume is mapped inside
the trusted region, this results in an increase in page faults.
Hence, total asynchronous exits (AEX) increase by 18% on
an average (see Figure 14).

LLC store
misses

LLC load
misses

dTLB store
misses

dTLB load
misses

Figure 15. Different perf [36] events for G-SF-F, normalized
to G-PF.

Figure 15 shows the impact of these additional asynchro-
nous exits on HashJoin (representative workload). The total
number of page faults, dTLB load misses, and dTLB store
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misses increase by 40%, 20%, and 30%, respectively. However,
the number of instructions executed, LLC store misses and
LLC load misses do not see any increase because during an
enclave exit, only the TLBs are flushed, however, the caches
are kept intact [12]. Additionally, the workloads (Table 1)
are predominantly compute-intensive. The usual trend, as
shown in Figure 4d, is that they read some amount of data,
then processes it, and in the end write some data to the file
system. Here, the compute phase dominates.

Due to all these reasons, the performance of the workloads
remains roughly the same in all the three settings, unlike
in the case of Iozone. The key point to note is that the
performance is roughly the same and in fact we have occa-
sional speedups with our file system; moreover, we provide
an additional security guarantee – immunity from replay
attacks.

6.5 Comparison with Nexus
Here, we compare the performance of Nexus and SecureFS
for the workloads listed in Table 1. As noted above, as per
the Nexus design, once the secure volume is mounted, it is
accessible to any application in the system. The guarantee of
confidentiality and integrity is provided before the mount-
ing of the volume. Once mounted, all the data remains in a
plaintext format in the main memory. It is encrypted again
at the time of unmounting the volume.
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Figure 16. Comparison of total time taken by SF-F and SF-I,
with respect to Nexus as the baseline (not shown).

We configure SecureFS such that only the file system is
protected. The OS never sees the data in the SecureFS volume.
However, it can read the address space of the application.
The performance comparison of Nexus with SecureFS-FAT
and SecureFS-inode is shown in Figure 16. SecureFS provides
freshness (no replay attack) guarantees along with confiden-
tiality and integrity with a negligible slowdown of 1.8% on
an average.

6.5.1 Discussion. In spite of Nexus reading and writing
data in plaintext in the memory, SecureFS incurs a negli-
gible overhead. The reasons are similar to the case with
GraphenePF. For an I/O intensiveworkload like Iozone, Nexus
outperforms SecureFS by 5×, as all the read and write hap-
pen in the untrusted main memory, in plaintext. Much of
this overhead is SGX’s default overhead.

6.6 Sensitivity Analyses
Here, we analyze the impact of key implementation parame-
ters: the chunk size and cache sizes on the performance of
SecureFS. We show the variation in the time taken by two
representative workloads: SVM and License3j. SVM reads
and writes the data in a sequential manner. License3j reads
the data randomly.
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Figure 17. Sensitivity of SecureFS to different chunk sizes
and chunk cache sizes.

6.6.1 Chunk size. As mentioned earlier, we use a chunk
size of 4 KB for our evaluation. Here, we measure the impact
of increasing the chunk size to 8 KB, 16 KB, 32 KB, and 64 KB.
Figure 17a shows the variation in the performance using

SecureFS-FAT. SecureFS-inode shows a similar trend (not
shown here for readability). The performance of License3j
worsens as we increase the chunk size. This is mainly be-
cause of internal fragmentation and the additional cost of
decryption and hashing. Hence, our choice of 4 KB is justi-
fied.

6.6.2 Cache sizes. As can be seen in Table 4, the hit rate
for the metadata cache is above 99% for SecureFS-FAT. Recall
that the chunk cache hit rate was less than 1% while reading
andwriting 1GB of data using Iozone. Hence, we evaluate the
performance of SecureFS-FAT by increasing the chunk cache
size from 2MB to 4MB, 8MB, and 16MB, respectively. They
represent 2.1%, 4.3%, 8.6%, and 17.3% of the EPC, respectively.

The performance of SVM and License3j remains somewhat
the same. License3j does not read a large amount of data;
hence, its performance is not very sensitive to the chunk
cache size (beyond our default size of 2MB). SVM on the
other hand accesses a large amount of data (50MB). Increas-
ing the chunk cache size increases the chunk cache hit rate
from 32% to 66%. However, due to the additional memory
requirement (for the chunk cache), the page fault rate in-
creases by 12%, causing the dTLB load and store misses to
increase by 61% and 15%, respectively. Given these conflict-
ing requirements, 2MB is a reasonable choice.
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7 Conclusion
We showed in this paper that the needs of secure file systems
in the context of secure remote execution are very differ-
ent as compared to normal file systems. To leverage their
unique characteristics, it is necessary to design a bespoke file
system that can benefit from caching. Using our novel file
system design, we showed that we could provide additional
security guarantees namely immunity from replay attacks as
compared to state-of-the-art work with a minimal (≈ 1.8%)
overhead.
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